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1  General Description of Operational Capability 

1.1 Capability Gap

In 2005, the Department of Defense (DoD) adopted stability operations as a core mission (See DoDD 3000.05). Stability operations were defined as 

“an overarching term encompassing various military missions, tasks, and activities conducted outside the United States in coordination with other instruments of national power to maintain or reestablish a safe and secure environment, provide essential governmental services, emergency infrastructure reconstruction, and humanitarian relief.”

As part of this new responsibility, DoD specified that “integrated civilian and military efforts are essential to the conduct of successful stability operations,” and assigned responsibilities for collaborating with non-DoD entities to plan, prepare, and conduct stability operations. One of these responsibilities was for the DoD CIO to establish “policies and standards for technical information exchange and communications between the Department of Defense and other U.S. Government agencies, foreign governments and security forces, international organizations, and the private sector.” 

In support of this new mission, DoDD 8220.02 (2009) clarified the information sharing requirements with stability operation partners. This Directive stipulated that:

"It is DoD policy that... to the extent authorized by law, and subject to applicable statutory and regulatory restrictions and limitations, information-sharing activities that facilitate coordination and cooperation between DoD and non-DoD partners will be established to enable common understanding of the stabilization and reconstruction, disaster relief, and humanitarian and civic assistance environment; and to support an integrated Whole-of-Government response capability."

In practice, such coordinated cooperative actions for information sharing have been bounded by several severe limitations:

1. Closed Networks. Most of DoD's ICT programs were designed to prevent access by outside parties by limiting access to the transport mechanism, the network. One of the architectural legacies of this design choice is an inability to grant access to these ICT resources (e.g., SIPR and NIPR) to uncleared civilians and foreign nationals working for non-DoD stability operations partners, because access to these resources would first require granting access to secure networks to these external partners.


2. Differential Rates of Change between DoD and non-DoD Technologies. The DoD tends to acquire custom-built, proprietary software through programs of record with long waterfall-based development and testing cycles. In contrast, many non-government organizations and private sector firms acquire CoT and free/open source technologies, which tend to be released on quick, iterative cycles. During a crisis, it is common for a large pool of open source developers to release multiple versions of software in a single day in an effort to support humanitarian relief efforts. DoD tools are usually incapable of incorporating new channels, methods, or features on a timeline matched to such a tempo.


3. Lack of Bandwidth. In the field, bandwidth for communications is usually constrained or simply unavailable, either for technical reasons such as equipment failure; physical reasons such as weight or size restrictions on the equipment; or budget considerations (civilian access to satellite bandwidth is very expensive, often costing $7 per megabyte). In this context, both DoD and non-DoD personnel are forced to resort to the physical exchange of memory devices (aka, ‘sneakernet’). However, because DoD personnel cannot use the most common form of physical data exchange—the ubiquitous USB memory stick, and because both DoD and non-DoD personnel are often reluctant to open spinning drives (CD and floppies) to the sand and dust that is endemic to austere environments, information sharing is often one way: towards the DoD. Such a dynamic creates few incentives for non-DoD organizations to share data that often contains valuable HUMINT. 

The combined effects of these limitations—closed military networks, quickly changing ICT systems, and low bandwidth—is the gradual insulation of the DoD from the information flows of its stability operation partners and the perceived withdrawal of DoD interest in working with those partners.  

DoD requires an approach to bridging the gap between the mandated information sharing under DoDDs 3000.05 and 8220.02 and the observed information sharing available from existing tools and observed during operations in Indonesia (2004-05 Tsunami, Iraq, and Afghanistan). 

1.2 Overall Mission Area Description

This ORD addresses a mission area from DoDD 3000.05 and DoDD 8220.02: creating the minimum essential capabilities required to enable information sharing between DoD and non-DoD actors involved in stability operations. This ORD outlines the requirements for an information exchange environment that will facilitate information sharing among the non-combat related organizations in a conflict prone region, with special focus on agriculture, public health, and education. 

It is the intent of this effort to develop workable capabilities that enable unclassified information to be shared among the elements that are engaged in civilian-military operations, for the purpose of improving information flow on stability-related projects. The system here outlined shall support situation monitoring, information sharing, billboard, news services, status of needs and their resolution, and additional data needs. It is anticipated that these new capabilities will be used to scale solutions to multiple locations. 

1.3 Description of the Proposed System 

To bridge the capability gap between the ICT systems of partners to stability operations, a solution must create an information-sharing environment that provides users with physical access to a device that can store, process, and make sense out of the partner’s own operational data. This solution should be capable of working as a single standalone unit as well as a system of distributed devices connected by whatever networking channel is available to the user. The larger system of interconnected devices will form an information exchange system, where users can deposit and withdraw data about ongoing stability operations.

The system has five primary requirements:

1. Simplicity. The system shall be designed with the minimal essential functionality to meet its mission. Simplicity of design will drive lower costs of production, training, implementation, and maintenance. Simplicity will contribute to the usability of the system. 

2. Standalone Capability. Each individual device in the system must provide minimal data processing, visualization, and data storage to enable users to make sense of their own data sets. Each device must translate support common data formats used by both DoD and non-DoD partners (including office productivity and mapping formats).

3. Suitability for Field Environments. Each individual device must be tooled for use in austere field conditions. It will support use in contexts where access to electrical power is intermittent and disconnected use is common.

4. Scalability. Individual devices must network into a distributed network of peer devices, enabling users to choose to exchange information with a network of other organizations using the device and/or a standard API for interacting with the devices.

5. Extensibility. To ensure that the overall system can adapt to changing ICT methods and channels, the system should implement open standards and use CoT or FLOSS tools wherever possible. 

1.4 Supporting Analysis

These requirements were derived through as series of interactions with:

1. Subject matter experts that have participated in civilian-military operations overseas;

2. Information technologists that have employed commercial off-the-shelf capabilities to assist in the aggregation, fusion and exchange of unclassified information; and

3. Individuals currently involved in efforts that leverage existing in-theater information sharing capabilities in previous and ongoing civilian-military operations.

1.5 Mission the Proposed System Will Accomplish

The proposed system will create an approach to meeting the mandates for civilian-military information sharing articulated in DoDDs 8220.02 and 3000.05. This mandate requires the DoD to support “stability operations activities led by other U.S. Government departments or agencies, foreign governments and security forces, international governmental organizations, or when otherwise directed.” One responsibility assigned to the CIO of the DoD is “identifying and developing strategies for the use of ICT capabilities to enable civil-military interaction, information sharing, and accelerating stability and reconstruction activities.” This ORD directly meets this information-sharing mission.

1.6 Operational and Support Concept

1.6.1 Concept of Operations

The end users of the proposed information sharing system operate in a context in which the underlying assumptions of the developed world are inoperative. At best, they expect intermittent power and networking connectivity under primitive conditions. During stability operations, all users—military and civilian—work under high stress and information overload (in multiple languages) while tired, sweaty, dusty, and hungry.

However, unlike their counterparts in uniform, the staff of NGOs and other civilian organizations cannot assume reachback support, quick availability of reliable airlift or ground transport of essential supplies, or a large hierarchical organization which can provide intel, imagery, or decision support on a timeline that meets operational tempi. Staff at these civilian organizations tend to migrate from crisis to crisis, adapting their methods and toolsets to local circumstances. As a result, their organizations tend to be decentralized, with decision making authority delegated close to the ground worker. They also tend to rely less on reaching back to a distant office for advice; instead, they build networks of trust among the community of people who operate in the immediate vicinity (and who meet each other during responses to crises around the world). For them, crisis is not a carefully scripted musical score, but an improvisation more akin to jazz.

Their kit tends to reflect this sense of self-reliance, community, and adaptability. They operate with a mantra, "only pack it if you can hack it." (Hack being defined in the traditional sense of "to make elegant modifications to" rather than the incorrect conflation of hack with crack, meaning "to break security of."). That is, NGO staff tend to bring kit which enables customization, modification, and mashup; they eschew closed source, hermetically sealed tools where the software is burned into the unit (though an exception appears to exist for office productivity software, where all parties are often locked into proprietary software like Microsoft Office). NGO staff are required to constantly adapt, and expect that their tools will be flexible, scalable, and sufficiently easy-to-use that they can teach local nationals how to make effective use of them.

The processes required under traditional USG acquisition process is often mismatched to systems which must evolve in the field. Requirements documents ask vendors to project stable functionality and test to those functionality with metrics for performance set over a longer time horizon than the release cycles of open source software. In many cases, the use case of large programs of record is considered to be sufficiently stable to justify this type of rigid development. In the case of stability operations, however, such inflexibility is a design flaw.

Current systems used by NGOs include a medley of proprietary software (often Microsoft products) mixed with some web-based tools and custom applications, built either by proprietary vendors for specific use cases or home-grown tools without careful thought about interoperability or data exchange outside the organizations that built them. They tend to meet only local needs and store data in proprietary (binary) formats. This situation creates a well-known barrier to sharing information between organizations: the need to re-enter/rekey data into the target system. NGO staff barely have sufficient time to enter data in one system; multiple data entry is simply an impractical solution.

The proposed information sharing system addresses these issues by creating a platform for improvisation, built on a simple framework that is modifiable ("hackable"), flexible, easy-to-use, and built on open (interoperable) standards. The intent is not to build a traditional system, with fixed support desks and a proprietary network. Instead, the intent is to build knowledge of how to modify the system directly into the community and to make use of existing bandwidth. This system will not care what protocol data packets flow through; it will make use of existing pathways. It will read commonly available data formats and make them available to all parties. It will also use XML-based data feeds to limit  the need to re-enter data (instead opening the possibility of an API/Web Service which can consume data from operational partners).

1.6.2 Support Concept

Because the end users of this system operate under intermittent connectivity, and because their bandwidth costs are often prohibitively expensive (BGAN costs $7/MB), this system needs to replace traditional help desk support with redundant alternatives. This system uses two approaches to support:

1. The social model pioneered under open source software like Apache and Drupal. For these applications, there is no help desk; rather, users with problems or bugs submit their issues to community forum, and other users submit their insights, responses, and quite often, working code patches.

2. A network of experts who will operate in theatre, visiting the users of systems and bootstrapping the capabilities of NGO and military technologists to hack/mod the systems themselves. These experts will be trained by the vendor both in how to use every part of the system and to train others how to train their own staff.

Critically, the system will also create the same "stone soup" dynamic behind the success of OSD initiatives like Strong Angel disaster response demonstration series. By creating a modifiable platform, the individuals within the community can band together and can add functionality that meets their local needs while simultaneously building the overall capacity of the entire community involved in a stability operation. The vendor will study Strong Angel and provide the social organizing and platform for this stone-soup dynamic to occur.

In this light, it is vital to add that a minimum essential system is not intended to be a perfect system. As stated in the COIN manual, "The hosts doing something tolerably is often better than foreigners doing it well." Here, embedding the skills for NGOs and local nationals to operate a device tolerably is far more effective than a central organization running it well. The objective is to provide a system with minimum complexity and maximum flexibility, using familiar open standards and browser-based interfaces to enable NGO staff to operate and maintain the device themselves--tolerably and perhaps not perfectly, but the system is their own to modify and improve upon. They can check the code and ensure that the DoD has not inserted any backdoors, and they themselves can determine the level of trust that they place in the system. While this design may not allow control of the system, it does enable the user base to innovate and meet the requirement for flexibility. It also piggybacks on the extant communities of practice which emerge across NGOs, enabling technologists and other SMEs to rely on each other for support across organizational boundaries. 

For organizations that require help desk support and are willing to pay for reach-back from the distant field by available communications channels, there exist commercial support contracts for many of the applications we are suggesting for use within the device (such as GeoCommons, Drupal, etc). Numerous system integrators exist can take offer support contracts on this design for a prototype information sharing system. Help desk support is beyond the scope of this prototype.

It is also important to note that the systems would be distributed with a set of initial data, populated with both applications and data appropriate to the local context. This initial seed--the stone in the soup--has repeatedly proven to be the essential catalyst for information sharing. By giving something away, users are willing to provide information in return. In our experience, the most valuable currency has been updated satellite imagery.

2 Threat

This ORD addresses a threat posed in the revised Counterinsurgency Manual: “Sometimes the more you protect your force, the less secure you may be." 

Field experience has repeatedly shown that locking down information foments uncoordinated actions by NGOs and military units, ultimately breaking down unity of effort. Without unity of effort, the responding organizations cannot supply necessary services to local population, diminishing the legitimacy and efficacy of the overall operation. 

Stability operations tend to be dynamic: after a major shock to an affected nation (such the diminution of combat activities or a natural disaster), military and civilian organizations scale their participation over time. During this increase in the scale of operations, information-sharing problems quickly lead to coordination problems: as more donors and projects emerge, the need for coordination increases at an increasing rate. However, actual coordination between organizations rarely keeps pace with the desired level of coordination. More commonly, information shared between stability operation partners diminishes over time, usually as concerns over force protection and desires to prevent insurgents from discovering and thwarting activities of stability operation partners creates increased focus on information assurance.

This focus on protecting information usually leads to conflicts and a concomitant breakdown in trust between the independent actors. Thus begins a vicious cycle: as trust decreases, the amount of information flowing between actors decreases, leading to further breakdown in coordination, more conflict, and ultimately yet more decreasing trust and reduced information sharing. 

These challenges of information sharing are large factor in the downward spirals of cooperation and the opening for insurgent activities after a disaster or conflict. When trust dissipates between stability operation partners, information sharing gets limited to carefully prescribed reports and ground truth gets lost to all but those who are closest to the affected population (who may well be insurgents). Though the degradation of trust and coordination, stability operations turn into counterinsurgencies, making any civilian operations far more risky, costly, and ultimately, less effective. 

3 Existing System Shortfalls

Systems for information sharing between organizations are largely absent in theatre; where found, current DoD systems exhibit the following problems: 

1. Closed to partners. Networks are secure and therefore not open to use by non-DoD personnel.

2. Not sharable. Information exists under classifications or policy restrictions that prevents its use by other organizations. 

3. Not configured for portable austere use. Many servers require constant Internet access and electricity, and are not configured for use in conditions with intermittent networking and power.

4. Not configured to enable anonymous submissions. Most systems are configured with authentication/authorization tied to individual identities. In cases where organizations are sharing information that might have sensitivities around its origin and they are uploading those data into a publically available archive, anonymous submissions are mandatory.

5. Not sufficiently flexible to accommodate and adapt to change. Programs of record require years to maneuver changes through development and testing and evaluation. Stability operation partners iterate technology at a far faster rate. Experience on the ground indicates that DoD technology for information sharing is falling behind stability operation partners at an increasing rate. 

It is imperative to highlight the negative effects of overzealous information assurance policies on the ability of stability operations partners to achieve unity of effort. As field operations in Iraq and Afghanistan continue to reveal, when critical information on development activities (such as building a school or water treatment system) is withheld from stability operation partners, it rarely has the intended effect of keeping insurgents in the dark about the operation, and nearly always causes lack of coordination between DoD agencies, NGOs, and partnering local nationals. This lack of coordination causes duplication of effort, loss of credibility, and mission failure. New systems for information sharing should not replicate the current silos between the military and host-national and international partners.

4 Capabilities Required

4.1 Operational Performance Parameters


4.1.1. Users. 

The system will support the concepts of users and groups. Anonymous users will be able to submit information, but that information will remain unverified. Verified users can login and share information which can be private to them as individuals, private to a group or groups, or public to the users of the system.

At a minimum, each device in the system shall be enable each user to:

4.1.1 Function 1. Put/Get: Enable the user to deposit and withdraw information from an individual device. 

The system shall support standard data formats used by non-DoD entities, including common word processing, spreadsheet, presentation, database, mapping, imaging (still and video), and web services formats.

4.1.2 Function 2. Query. Enable the user to query/search the data stored on an individual device. 

The system shall support queries across document formats. 

4.1.2 Devices. 
At a minimum, each individual device in the system shall be capable of the following functions:

4.1.3 Function 3. Log. Enable each device to log all transactions on the system.

Each device shall support reports of all transactions which tie into measures of effectiveness.

4.1.4 Function 4. Process/Store. Enable each device to process and store data deposited by a user. 

Each device shall support extensible software for processing data, including methods to a) parse common formats for structured data; b) display structured data in charts, maps, and graphs; and c) display an index of unstructured data stored on the system.

4.1.3. Network. 
At a minimum, the network that connects the system of devices shall be able to:

4.1.5 Function 5. Send/Receive. Enable each device to transmit data from its storage subsystem and receive data from other devices.

The system shall be able to use the best available networking connectivity, including the connections commonly found in austere conditions and networked use without connection to the public Internet. 

4.2 Key Performance Parameters (KPPs)

4.3 Simplicity

The system shall be built to meet the minimum requirements for catalyzing information sharing within and between the DoD and non-DoD partners to stability operations. The hardware design shall be as simple as is needed for austere conditions. The software design shall be as simple as necessary to enable core user, system, and network functions outlined below.

4.4 Openness

The system shall remain as openly accessible as is reasonable in order to ensure ongoing utility. For the purposes of acceptance/rejection, open shall be defined as adhering to common open standards and data formats for all its included software, including but not limited to: vector GIS data (OpenStreetMap compatibility), raster GIS data (OpenLayers compatibility), structured data (XML and MySQL), unstructured data (OpenDocument (XML) and W3C XML Schema common the field like XHTML and CSS), and common productivity software (PDF, Microsoft Office). 

4.5 Extensibility

The system shall be designed to have extensible hardware and software, with designs that enable quick integration of new tools and technologies. For the purposes of acceptance/rejection, extensible shall be defined as having an operating system and applications that is open source and can be checked in and out of version control. 

4.6 Portability

The system shall be easily portable in the field. For the purposes of acceptance/rejection, portable shall be defined as having a form factor that can be carried by 1-2 persons between remote locations without risk of irreparable damage to the internal hardware.

4.7 Durability

The system shall be built to maximum its durability in the austere conditions of the field, balanced with simplicity and affordability. For the purposes of acceptance/rejection, durable shall be defined as capable of working in a covered primitive structure without unacceptable risk to the internal hardware from water or sand. The system shall not harden the case for MILSPEC, nor shall the system increase component costs to beyond 2 times the rate of commercial, off-the-shelf computing system of similar specifications (processing, memory, and storage).

4.8 Scalability

The distributed system of devices shall be scalable to the limits of a stability operation and within the limits of affordability and simplicity. For the purposes of acceptance/rejection, scalable shall be defined as enabling remote software updates to the operating system and accompanying applications; providing at least 1 free USB port for new hardware; providing replaceable storage device; and enabling one system to send/receive data directly with another system via any of the supporting networking protocols. 

4.9 Replicability

The system shall be easily replicable. For the purposes of acceptance/rejection, replicable shall be defined as having the ability to clone one system—including its entire operating system, applications, data, and current configurations—to another blank device within 24 hours.

4.10 Wide Audience

The system shall be designed to the widest possible audience within the limits of affordability and simplicity. For the purposes of acceptance/rejection, wide audience shall be defined as fielded UN agencies (e.g. UNICEF, UN HABITAT, etc), fielded NGOs (e.g., CARE, ActionAid, Worldvision, etc), and U.S. military units directly involved in supporting stability operations (e.g., Civil Affairs, HTTS, PDTs, ADTs, etc). The system—which is focused on stability operations—will not attempt to support the unique needs of combat units, though no barrier will be placed for their use by such units.

4.11 Affordability

The system shall be built from CoT and free/open source software to minimize costs, within the performance limits of durability, portability, and scalability. For the purposes of acceptance/rejection, affordability shall be defined as having a target unit price of less than $5000 USD.

4.12 System Performance

4.12.1 System Performance Parameters

4.12.1.1 KPPs for Device Hardware

· Storage: storage capacity is appropriate to medium-term persistence of imagery, video, and photography as well as databases and document repositories.

· Processing: processing capacity is appropriate to fusing datasets. Processing will not be expected to be appropriate to video editing or imagery tile generation.

· Display: provide minimum display necessary to support viewing of satellite imagery.

· Environmental: Housing and hardware appropriate for use in both sandy environments and tropical environments, from winter cold to summer heat. 
To keep costs lows and maintain simplicity, devices will not be hardened to MILSPEC, but will be expected to be used within shelters that protect them from water and dust to the maximum extent possible.

4.12.1.2 KPPs for Device Software

· Document Viewing: software able to present usable views of common document formats, including word processing, spreadsheet, presentation (slides), and PDF; common Internet-based applications, including Web, social media, and email; and common data visualization formats, including maps, charts, and graphs.

· Document Searching: software able to search for keywords across document formats and within the database of structured data.

· Data Visualizations: software able to create views of structured data in maps (where georeferences exist), charts, and graphs. 

· Logging. Able to log all transactions on the device. Able to allow both anonymous and non-anonymous submission of data.

4.12.1.3 KPPs for Users

· Able to upload/deposit common document formats to the device.

· Able to download/withdraw common documents to external media drives (e.g., user’s own USB memory stick).

· Able to search device for relevant information by keyword.

· Able to visualize processed data in maps, charts, and graphs.

· Able to determine their own patterns of use.

4.12.1.4 KPPS for Administrators

· Able to view transaction logs.

· Able to manage access to the device.

· Able to extend software with patches and updates in the field.

· Able to replace and/or repair hardware in the field.

4.13 Interoperability

The device will use CoTs and Open Source tools that comply with standards for data exchange and open standards for documents, maps, messages, images, and videos.  These standards will ensure current and future compliance with open standards for data exchange. For the purposes of acceptance/rejection, the device will support at the following data exchange formats: KML, XML, RSS, Email, and GeoRSS.

4.13.1 Hardware

· Power: able to run on voltages worldwide (e.g., 100/240V). For the purposes of acceptance/rejection, the device will operate on voltages ranging from 100V to 240V.

· Ports: at minimum offer commonly available ports. For the purposes of acceptance/rejection, the device shall include  ports for USB2.0, RJ-45/Ethernet, and SVGA.

4.13.2 Software

· Documents: Able to store, view, and share common office productivity data, mapping data, images, videos and support standard protocols for messaging, social media, and web browsing. For the purposes of acceptance/rejection, the device shall support the following document formats: KML, HTML, XML, RSS, GeoRSS, JPEG, MPEG, and TIFF

4.13.3 Networking

Device will be able to operate on best available networks, which may include cellular, satellite, WiFi, and wired Ethernet. 

In the field, there a variety of networking protocols: BGAN, VSAT, WiMAX, WiFi shots, cellular data connections, and even TCP/IP over HAM radio. That said, these networking protocols generally interface with computing devices in only three ways: an RJ-45 jack (Ethernet), a USB port (for cellular data and some Wifi), and/or a Wifi radio antenna. For the purposes of acceptance/rejection, the device will support networking via an RJ-45 Jack, a USB port, and a WiFi antenna.

4.14 Human Interface Requirements

The system will operate through a standard web interface to minimize training requirements and technical skill. The system shall enable users to determine their own patterns of use. 

Note: as a core requirement for building support among non-DoD users for this system, this requirements document will be opened to community review. This use of collective intelligence will not only guarantee that the design requirements for the device will meet needs from a large community of users, but that the final design will be familiar and perceived to be a community resource, subject to continuous process improvement.

Training in the analysis of data (and the associated knowledge domains) stored on the system is beyond the scope of this ORD.

4.15 Logistics and Readiness

The devices will be set up by trained facilitators, who will carry devices to and from sites where local partners are working on stability operations. Facilitators will have responsibility for administration of the hardware, software, and networking functions of each device in the distributed network of information-sharing systems.

5 System Support

5.1 Maintenance

The device must be field maintainable with minimum requirements for training. Devices will be maintained by facilitators who will be trained to replace parts which may wear out or fail, such as storage devices and networking equipment. Facilitators will also monitor drive space consumed and ensure that adequate storage space exists for continuous use.

5.2 Supply

The device will have an open design based on CoT and Open Source tools. All parts must be available CoT, enabling this project to leverage off existing supply chains for parts. Replacement parts should be ambiently available or source-able in most environments. 

5.3 Support Equipment

The device will require a power and networking infrastructure. Software will be developed in standard integrated development environments and placed under revision control. 

5.4 Training

Facilitators will require training in the configuration, operation, and replacement of hardware, software, and networking devices that compose the device. Users will require minimal training in how to upload/download files, search the device, and use the visualization tools. 

Analysis of the data stored on the device will be the responsibility of the NGO field staff. This approach is in line with the paradox from the COIN doctrine: "The hosts doing something tolerably is often better than foreigners doing it well." NGO field staff need to learn to analyze data moderately well than to accept the long delays of centralized, DoD funded, SME-based analysis. That said, the device will support XML-based feeds, which can be ingested by high-end analysis tools and provided back to the participating NGOs and military units as processed, trusted analysis. The provision of such ongoing analyses is beyond the scope of the information sharing system.

5.5 Transportation and Facilities

Devices will be portable and available under an open design. Where necessary, facilitators will keep spare devices on hand for quick replacement of failed units.  

6 Schedule

The design of the system is expected to occur using an iterative design method. An early prototype system will be rolled out in late November 2009. Based on experience gained with the early prototype system implementation, a CONOP will be released in late January 2010, followed by delivery of rollouts of production units over the course of 2010. 

7 System Affordability

The system aims to be affordable, with an estimated per device cost of $5000 USD. This cost does not recurring cost of Internet access.



